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Big Data under Austrian Data Protection Law
By Lukas Feiler, of Baker & McKenzie, Vienna, and Prof.
Siegfried Fina, of the University of Vienna School of Law.

The term ‘‘Big Data’’ refers to data quantities too large
to be reasonably processed using conventional means
of information technology (IT).1 In most cases, Big
Data consists of unstructured data (e.g., business corre-
spondence) which is insufficiently embodied in rela-
tional databases.2

However, the rapidly growing capacity of IT systems as
well as new technologies for the processing of large
amounts of data in memory (so-called In-Memory
Computing) permit the implementation of complex
data analysis processes suitable for Big Data. This
makes it possible to derive new kinds of information
from Big Data, such as future customer behavior, em-
ployee potential, or people’s criminal intentions — all
this under the caveat that such predictions are neces-
sarily probabilistic inferences.3

Big Data in Conflict with Data Protection
Principles

Pursuant to § 6(1)(2) of the Austrian Data Protection
Act 2000 (hereinafter DPA),4 personal data may be
collected only for specific, explicit and legitimate pur-
poses and not further processed in a way incompatible
with those purposes. This codifies the principle of pur-

pose limitation and, as its logical precondition, the
principle of purpose specification.

In practice, for many Big Data applications, it is already
difficult to achieve compatibility with the principle of
purpose specification.5 Due to the associated costs, in
the past, data was generally retained only if it served a
specific (economic) purpose. Today, the costs of data
storage are so low that data is often collected and re-
tained ‘‘just in case.’’6

When data stored in a Big Data application is to be pro-
cessed for new purposes, the aforementioned principle
of purpose limitation has to be observed. Therefore, a
re-use is, in principle, permissible only for such new
purposes which are compatible with the originally
specified purposes.7 For example, an incompatibility
with the originally specified processing purposes exists
if a controller’s customer service requests which were
previously processed only for quality control purposes
are now also processed for marketing purposes.8

An exception from the principle of purpose limitation
is provided by § 6(1)(2) DPA, which allows for further
use for scientific and statistical purposes pursuant to
§§ 46 and 47 DPA. Section 47 DPA concerns only the
transmission of addresses to inform or interview data
subjects, and is therefore of no practical relevance as
regards Big Data. However, § 46 DPA is potentially rel-
evant for the re-use of data in a Big Data application.
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Big Data brings about a change not only in the

quantity of the data processed but also in the

quality of the processing itself.

Section 46 DPA covers exclusively the processing of data
for the purposes of ‘‘scientific research’’ and ‘‘statistics’’
where both purposes are characterized by the applica-
tion of scientific methods.9 From this, two different
statutory bases exist which allow data that was collected
for different purposes to be re-used for research and sta-
tistics purposes:

First, such re-use is permissible without the authoriza-
tion of the Austrian Data Protection Authority, if it is
performed for the purpose of scientific or statistical
‘‘studies’’ which do not aim to produce any personalized
results (§ 46(1) DPA).10 According to the legislative his-
tory, the term ‘‘study’’ is limited to individualized re-
search projects or individualized statistical surveys11 and
does not cover the permanent storage of personal data
in the context of research and statistics.12 Applied to
Big Data, this means that only an isolated analysis of ex-
isting data for other purposes is covered by the term
‘‘study,’’ whereas the permanent transfer of personal
data into a Big Data application is not. Thus, in the con-
text of Big Data, the first statutory basis provided by § 46
DPA is rarely relevant in practice.

The second statutory basis covers such processing of
data for scientific research and statistical purposes which
either 1) are studies that do have personalized results or
2) cannot be considered a ‘‘study’’ in the first place
(§ 46(2) DPA).13 On this statutory basis, unless the data
processing is covered by a special statutory provision
(§ 46(2)(1) DPA) or the data subjects’ consent has been
obtained (§ 46(2)(2) DPA), the re-use of data may occur
only subject to the prior approval of the Austrian Data
Protection Authority (§ 46(2)(3) DPA). According to
§ 46(3) DPA, such approval may be issued only if 1) ob-
taining the data subjects’ consent is impossible or unrea-
sonable, 2) a public interest exists in the re-use of the
data, and 3) the data controller demonstrates its profes-
sional suitability. However, as regards private-sector con-
trollers, a public interest in the re-use of data in a Big
Data application is typically non-existent — the only ex-
ception being publicly funded research projects.14

As regards private-sector controllers of Big Data applica-
tions, the exceptions from the purpose limitation prin-
ciple provided for by § 6(1)(2) in conjunction with § 46
DPA are therefore limited to the re-use of data for iso-
lated research projects or isolated statistical surveys that
do not aim to produce personalized results (e.g., per-
forming a statistical survey of the average customer’s sat-
isfaction with certain products of the company by a one-
time analysis of customer correspondence).

However, if there is no exception from the principle of
purpose limitation — which is commonly the case —
any processing of data for a new purpose that is not

compatible with the originally specified purposes consti-
tutes, by legal definition, a transmission (§ 4(12)
DPA).15

Pursuant to § 7(2) DPA, a transmission is permissible
only if the legitimate interests of the data subjects are
not infringed by the purpose and content of the trans-
mission (§ 7(2)(3) DPA). For example, in cases where
the legality of the original data processing was based on
the data subject’s consent pursuant to § 8(1)(2) DPA or
a shop agreement pursuant to § 9(11) DPA, a new con-
sent has to be obtained or a new shop agreement has to
be concluded. This can be avoided only by drafting the
original consent declaration or shop agreement with suf-
ficient precision and with the necessary foresight.

Big Data Security under § 14 DPA

Section 14(1) DPA mandates that, for the purpose of
maintaining data security, reasonable security controls
are implemented, taking into account in particular ‘‘the
kind of data used as well as the extent and purpose of
the use.’’ Ultimately, this requirement may also be de-
scribed as reasonableness in light of the risk of an inter-
ference with the data subjects’ rights.16 The extent of
the risk depends on the amount of potential damage as
well as the probability that such damage will occur.17

Such a risk-based approach leads to the following con-
siderations regarding the application of § 14 DPA to Big
Data applications:

A Big Data application typically combines personal data
that was previously processed on separate IT systems.
Each of these separate IT systems ideally had security
measures that corresponded to the risks associated with
the respective data categories, and therefore complied
with the requirements of § 14 DPA. If the level of data
security is not to be lowered by the implementation of a
Big Data application, such an application would have to
provide at least the level of security that was provided by
the most secure of the IT systems previously in use.18

The previous maximum level of security therefore be-
comes the new minimum in a Big Data application.

Moreover, it has to be considered that, by operating a
Big Data application, all data is collected in a single sys-
tem, thus, ‘‘all eggs are put in a single basket.’’ This re-
sults in an increase of risk because, previously, multiple
systems would have had to be compromised in order to
access all data, whereas now compromising a single sys-
tem is sufficient. To mitigate this increase of risk, the
implementation of additional security measures is neces-
sary.

Furthermore, Big Data permits additional methods of
analyzing data, i.e., new possibilities to deduce new per-
sonal data from the existing data. This, too, constitutes
an increase of risk that can be countered only by the
implementation of new security measures.

Finally, Big Data typically results in new information
flows,19 e.g., when data from the supply chain manage-
ment (SCM) system and data from the customer rela-
tionship management (CRM) system are linked and pro-
cessed for the purpose of human resources planning.20
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This creates a new information flow from the SCM and
CRM areas to human resources managers. Such new in-
formation flows not only create new risks in themselves
but also raise the question whether the information se-
curity principle of ‘‘least privilege’’ can, at all, be imple-
mented in a Big Data application. This principle pro-
vides that every program and every user of the system
should operate using the least amount of privileges nec-
essary to complete the job.21 If a Big Data application is
used to establish connections between data from differ-
ent business areas (or areas of public administration),
an unlimited access to all data pools is necessary. How-
ever, such an all-encompassing right of access to all data
is not compatible with the principle of least privilege.

The principle of least privilege is also related to the re-
quirement imposed by § 14(2)(5) DPA to define the ac-
cess rights to data and programs. In this manner, logical
access control, which is also one of the foundations of
any security system,22 may be very difficult to implement
in a Big Data application. In particular, if the Big Data
application contains unstructured, constantly changing
data, it is virtually impossible to assign access rights
manually. Any automated access control, i.e., a Big Data-
based security system that defines the access rights for
individual data sets in a Big Data application, is, in prin-
ciple, possible, but at this time hardly feasible from a
technical perspective.

As regards the application of § 14 DPA to Big Data ap-
plications, it can be concluded that, in summary, Big
Data creates numerous new risks and makes it nearly im-
possible to implement time-proven principles of infor-
mation security. In order to comply with the require-
ments of § 14 DPA and to establish an adequate level of
security commensurate with the heightened risks from
Big Data applications, compensating security measures
have to be implemented.

Legal Framework for Automated Individual
Decisions

Big Data applications are sometimes also used to auto-
mate individual decisions, such as granting an overdraft
on a debit account in accordance with § 23 Consumer
Credit Act23 or establishing the amount of bonuses
granted to individual employees.

Since the results of a complex data analysis often have
an ‘‘apparently objective and incontrovertible character
to which a human decision-maker may attach too much
weight,’’24 automated individual decisions carry an ex-
traordinary risk and are therefore specifically addressed
in Article 15 of the EU Data Protection Directive (Data
Protection Directive) and § 49 DPA.

Pursuant to § 49(1) DPA, unless a statutory exception
applies, nobody shall be subjected to a decision that 1)
is fully automated, 2) is made on the basis of an evalua-
tion of certain of the data subject’s personal aspects, and
3) produces legal effects concerning the data subject or
adversely affects him or her in a significant manner.

For a decision to be fully automated, the Big Data appli-
cation not only has to provide a proposal for a decision
but also has to predetermine that decision in a manner

that 1) it is not formally made by a person and 2) no
person is responsible for the substance of the deci-
sion.25

A ‘‘personal aspect’’ as referred to in the statute requires
that the aspect has a certain complexity and is suitable
as an object of evaluation. This follows from the ex-
amples provided by the statute: performance at work,
creditworthiness, reliability, and conduct.26 What is de-
cisive is therefore not which categories of data are pro-
cessed but rather whether the processing is performed
for the purpose of evaluating a complex personal aspect
of the data subject.27

The third element is that the decision produces legal ef-
fects for the data subject or adversely affects him or her
in a significant manner. A legal effect can be produced
not only by a decision made by a court or public author-
ity but also by notices and declarations under civil law,
such as the declaration to grant a loan or a contract ter-
mination notice.28 Whether the legal effect is positive
or negative for the data subject is, in principle, not rel-
evant.29

However, a decision that ‘‘adversely affects [the data sub-
ject] in a significant manner’’ requires that the decision
is valid vis-à-vis the data subject and has adverse conse-
quences for him or her.30 These requirements are ful-
filled, for example, in the case of a rejected loan or job
application,31 but not in the case of a decision to send
certain personalized ads to the data subject on the basis
of results provided by a Big Data application,32 or, in
the case of a decision based on price differentiation,33

to offer a reduced or increased price to the data subject
in an online store.34

If all three above-described elements of § 49(1) DPA are
present, a Big Data-based automated individual decision
is prohibited unless any of the statutory exceptions dis-
cussed below applies:

Section 49(2) DPA provides three exceptions that per-
mit automated individual decisions: 1) if the decision is
expressly authorized by law (§ 49(2)(1) DPA); 2) if the
decision is taken in the course of entering into or per-
formance of a contract, provided the data subject’s re-
quest for entering into or the performance of the con-
tract has been satisfied (§ 49(2)(2) DPA); or 3) if the
data subject’s legitimate interests are safeguarded by ap-
propriate means (§ 49(2)(3) DPA).

In two ways, these provisions are in contradiction to the
Data Protection Directive. First, pursuant to Article
15(2)(b) Data Protection Directive, an authorization by
law is sufficient only if it lays down measures to safe-
guard the data subject’s legitimate interests.35 Interpret-
ing § 49(2)(1) DPA in accordance with the Data Protec-
tion Directive, this requirement has to be read into
§ 49(2)(1) DPA.36

Second, pursuant to Article 15(2)(a) Data Protection Di-
rective but contrary to § 49(2)(3) DPA, the implementa-
tion of suitable measures to safeguard the data subject’s
legitimate interests is not an independent exception.
The safeguarding of the data subject’s interests is, pur-
suant to Article 15(2)(a) Data Protection Directive, rel-
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evant only insofar as an automated individual decision
that is taken in the course of the entering into or per-
formance of a contract is permissible not only if the data
subject’s request for the entering into or the perfor-
mance of the contract has been satisfied, but also, as an
alternative, if the data subject’s legitimate interests are
safeguarded.

Interpreting § 49(2) DPA in conformance with the Data
Protection Directive, an automated individual decision
that is, in principle, prohibited by § 49(1) DPA is there-
fore permissible only by way of exception if 1) it is au-
thorized by a law which also lays down measures to safe-
guard the data subject’s legitimate interests or 2) it is
taken in the course of the entering into or performance
of a contract with the data subject37 and either a) the
data subject’s request for the entering into or the perfor-
mance of the contract has been satisfied or b) there are
suitable measures to safeguard the data subject’s legiti-
mate interests.38

The first exception (§ 49(2)(1) DPA) has no practical
relevance for the private sector because there is no Aus-
trian statute that would authorize automated individual
decisions.

In connection with the second exception (§ 49(2)(2) in
conjunction with § 49(2)(3) DPA), the question arises as
to what is the meaning of the expression ‘‘taken in the
course of the entering into or performance of a con-
tract.’’

‘‘[I]n the course of the entering into [. . .] a contract’’
has to be interpreted as also covering contract negotia-
tions, irrespective of whether a contract is ultimately en-
tered into. This follows from the fact that this exception
is fulfilled not only if the data subject’s request for the
entering into the contract is satisfied (§ 49(2)(2) DPA)
but also if the data subject’s interests are safeguarded
(§ 49(2)(3) DPA). ‘‘[I]n the course of the [. . .] perfor-
mance of a contract’’ does not require that the decision
was necessary for the performance. Rather, it should be
considered sufficient that the automated individual de-
cision has a clear connection to the performance. Thus,
assuming all other requirements are fulfilled, a notice of
contract termination is also covered by this exception.

If an automated decision made in connection with the
contract satisfies the data subject’s request for the enter-
ing into or performance of the contract, the require-
ments for the exception are fulfilled on this basis alone
(§ 49(2)(2) DPA). For example, a Big Data-automated
decision to grant a loan is permissible for this reason.39

On the other hand, if an automated decision is made
that denies the data subject’s request or an automated
decision is taken that has no connection with a request
by the data subject (e.g., an automated contract termina-
tion), safeguarding the data subject’s legitimate interests
becomes paramount. In this regard, § 49(2)(3) DPA —
in accordance with Article 15(2)(a) Data Protection Di-
rective — identifies arrangements that allow the data
subject to assert his or her point of view as an example
of a suitable measure to safeguard the data subject’s le-
gitimate interests.

It is the generally held view that such arrangements
would have to give the data subject the opportunity to
assert his or her view before the automated decision is
taken about the individual subject.40 However, in our
opinion, this view is not correct, because if such an op-
portunity is given before the decision is taken, the deci-
sion would not constitute a fully automated decision to
which § 49 DPA would apply.41

To qualify for the exception provided for by § 49(2)(3)
DPA, it is therefore sufficient to grant the opportunity to
assert one’s view after the automated decision about the
individual has been taken if, upon receipt of the data
subject’s view, the final decision is suspended until it can
be reviewed in a non-automated manner. This follows
not only from the systematic considerations discussed
above but also from the European Commission’s com-
ments to its amended proposal for the Data Protection
Directive, dated 1992, where it was observed that the sus-
pension of the final decision is sufficient.42

In contrast, the legislative materials of the DPA state
that, for the private sector, the factual possibility alone
to assert one’s view would be sufficient because the data
subject could, in any case, lodge his or her claims in civil
court.43 However, such an assertion of one’s view which
directly eliminates neither any legal effects nor signifi-
cant adverse effects of the individual decision is not in
compliance with the requirements established by the
Data Protection Directive.44

In summary, to rely on the exception provided by
§ 49(2)(2) in conjunction with § 49(2)(3) DPA in con-
nection with the entering into or performance of a con-
tract is — if the data subject’s request for the entering
into or the performance of the contract is not satisfied
— permissible only if 1) the data subject is informed of
the automatic decision about the individual made by the
Big Data application before that decision is imple-
mented in reality and 2) the decision is suspended and
subjected to a manual review where the data subject’s
point of view is received.

If an automated individual decision is permissible under
the criteria described above, § 49(3) DPA mandates that,
upon request, the data subject shall be ‘‘informed in an
intelligible form of the logical procedure of the auto-
mated decision’’ within eight weeks.

In this regard, the legislative materials state that this dis-
closure obligation exists only insofar as it would not dis-
proportionately interfere with third party rights, which
would be the case if copyrights or trade secrets were put
at risk.45 Pursuant to Recital 41 of the Data Protection
Directive, these considerations ‘‘must not, however, re-
sult in the data subject being refused all information.’’
Therefore, a weighing of interests has to be performed
regarding the extent of the disclosure.46

In traditional expert systems, the system developers
manually assign certain significance values to different
decision criteria which then produce the result of the
decision. With such a system, the system operators are,
in principle, required to disclose the relevant criteria as
well as the respective significance of the decision crite-
ria.47 In a Big Data application, however, it is easily pos-
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sible that the application itself dynamically defines the
relevant criteria and their respective significance
through an automatic analysis of the correlations be-
tween different data sets.

This meta-process for determining the relevant criteria
and their respective significance is often treated as a
trade secret by software manufactures. Therefore, the
software manufactures’ customers (the controllers) may
not be able to disclose this meta-process. Depending on
the specifics of the Big Data application, the implemen-
tation may allow the controller to obtain only the spe-
cific data that led to the decision but not the dynami-
cally determined decision criteria or their respective sig-
nificance.48 In such a case, the logical procedure of the
automated decision cannot be disclosed even to a lim-
ited extent; indeed, it cannot be disclosed at all. Thus, if
the disclosure obligation pursuant to § 49(3) DPA can-
not be complied with by the controller in any way, the
use of a ‘‘Big Data Black Box’’ is, in effect, prohibited.

Limits Imposed by Fundamental Rights on
the Use of Big Data in the Search for the
Proverbial ‘Needle in a Haystack’

At first glance, it appears effective to use Big Data appli-
cations also for the solution to problems where the pro-
verbial needle is to be found in a haystack, i.e., to iden-
tify a small number of individuals within a very large
group of people. Possible areas of application in the pri-
vate sector are the group-wide analysis of business e-mail
correspondence and telephone traffic data in order to
identify an employee among all group employees world-
wide who committed industrial espionage or, in the pub-
lic sector, the automatic identification of terrorists in the
entire population by analyzing the totality of all traffic
and location data, and contents of Internet and tele-
phone communications of all residents. The activities of,
in particular, the U.S. and the U.K. intelligence services
which were publicly revealed in recent months49 make
it appear likely that such analyses are, indeed, per-
formed in practice.

Such far-reaching processing of personal data of such
large groups of data subjects raises numerous funda-
mental rights concerns in connection with § 1 DPA, Ar-
ticle 8 of the Council of Europe Convention for the Pro-
tection of Human Rights and Fundamental Freedoms,50

and, as regards the implementation of EU law, Article 8
of the Charter of Fundamental Rights of the European
Union.51 Some of these concerns were debated exten-
sively in connection with the EU Data Retention Direc-
tive (2006/24/EC).52

The following discussion is limited to one particular as-
pect of the use of Big Data for the search for the needle
in the haystack: the low quality of the suspicion or in-
criminating circumstances created by such Big Data
analyses.

If, for the sake of example, we assume that there are 100
terrorists within the EU’s population of approximately
500 million people, and we further assume that a Big
Data system existed and was being employed that,
through the analysis of the entirety of all EU telephone

and Internet communications, was capable of identify-
ing terrorists with an accuracy of 99 percent — meaning
correctly identify 99 of the 100 terrorists — one might
conclude that this would be effective in producing ac-
tionable results, i.e., that the people identified by the sys-
tem as terrorists are, indeed, likely to be terrorists.

This incorrect assumption is based on the so-called base
rate fallacy, which refers to the phenomenon that, when
estimating probabilities, people tend to ignore the rela-
tive proportion of the target set to the full set (i.e., the
base rate).53 In the above example, the Big Data analy-
sis would identify 5,000,099 individuals as terrorists,
where the probability of any particular such individual
indeed being a terrorist would be only 0.0000198, i.e.,
approximately 0.002 percent. This is because the system
would have not only a hit ratio of 99 percent (and, thus,
correctly identify 99 of the 100 terrorists as terrorists)
but also an error rate of 1 percent, which results in the
incorrect identification of 1 percent of the entire popu-
lation, i.e., 5 million, as terrorists.54

Even if it were possible to reduce the false positive rate
from 1 percent to 0.01 percent — which appears highly
unlikely in light of the difficulty to define a ‘‘profile of a
terrorist’’ without falling into prejudiced stereotypes —
50,000 individuals would still be incorrectly identified
and, thus, a total of 50,099 would be suspected as terror-
ists, where the probability of any such individual suspect
indeed being a terrorist would be 0.00198, i.e., approxi-
mately 0.2 percent.

However, such a low probability and therefore low level
of suspicion does not, when taking into account the
principle of proportionality, justify any further investiga-
tive measures against any one of the ‘‘suspects.’’55 Thus,
in such a case, the processing results obtained through
Big Data are in effect worthless if the boundaries of fun-
damental rights are to be respected.

Thus, due to the low effectiveness, the public interest in
conducting Big Data analyses for searching for a needle
in a haystack is very low. Such blanket interference with
fundamental rights is therefore disproportionate in light
of the legally protected interests of the vast group of in-
dividuals concerned.

In conclusion, the use of Big Data applications to search
for the proverbial needle in a haystack is largely imper-
missible.

Summary

Big Data brings about a change not only in the quantity
of the data processed but also in the quality of the pro-
cessing itself.

However, the Austrian DPA imposes significant limits on
the use of Big Data. The very principles of data protec-
tion, specifically purpose specification and purpose limi-
tation, often prohibit the transfer of existing data sets
into a Big Data application. Furthermore, Big Data
brings with it new risks, making the implementation of
additional security measures necessary in order to com-
ply with the requirements of § 14 DPA. When using Big
Data applications, it also has to be considered that fully
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automated individual decisions may be taken only within
the tight limits of § 49 DPA and, even if permissible, re-
quire at least a partial disclosure of the decision logic,
which is why the use of a ‘‘Big Data Black Box’’ is pro-
hibited in this area. Lastly, the use of Big Data to find
the proverbial needle in a haystack is often prohibited
under the principle of proportionality.
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